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INTRODUCTION

Businesses and organizations expect their managers to use data science to improve and even optimize decisionmaking. The founder of the largest hedge fund in the world has argued that nearly everything important going on in an organization should be captured as data.1 Similar beliefs have permeated medicine. A team of researchers has taken over 100 million data points from more than 1.3 million pediatric cases and trained a machine-learning model that performs nearly as well as experienced pediatricians at diagnosing common childhood diseases.2

Yet when it comes to some criminal justice institutions, such as prosecutors’ offices, there is an aversion to applying cognitive computing to high-stakes decisions. This aversion reflects extra-institutional forces, as activists and scholars are militating against the use of predictive analytics in criminal justice.3 The aversion also reflects prosecutors’ unease with the practice, as many prefer that decisional weight be placed on attorneys’ experience and intuition, even though experience and intuition have contributed to more than a century of criminal justice disparities.

Instead of viewing historical data and data-hungry academic researchers as liabilities, prosecutors and scholars should treat them as assets in the struggle to achieve outcome fairness. Cutting-edge research on fairness in machine learning is being conducted by computer scientists,

* Joseph J. Avery is a National Defense Science & Engineering Graduate Fellow at Princeton University; Columbia Law School, J.D.; Princeton University, M.A.; New York University, B.A.
applied mathematicians, and social scientists, and this research forms a foundation for the most promising path towards racial equality in criminal justice: suggestive modeling that creates baselines to guide prosecutorial decisionmaking.

I. PROSECUTORS AND RACIAL BIAS

More than 2 million people are incarcerated in the United States, and a disproportionate number of these individuals are African American. Most defendants—approximately 95%—have their cases resolved through plea bargaining. Prosecutors exert tremendous power over the plea bargaining process, as they can drop a case, oppose bail or recommend a certain level of bail, add or remove charges and counts, offer and negotiate plea bargains, and recommend sentences.

When it comes to racial disparity in incarceration rates, much of it can be traced to prosecutorial discretion. Research has found that prosecutors are less likely to offer black defendants a plea bargain, less likely to reduce their charge offers, and more likely to offer them plea bargains that include prison time. Defendants who are black, young, and male fare especially poorly.

One possible reason for suboptimal prosecutorial decisionmaking is a lack of clear baselines. In estimating the final disposition of a case, prosecutors have very little on which to base their estimations. New cases are perpetually commenced, and prosecutors must process these cases quickly and efficiently, all while receiving subpar information; determining
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what happened and when is a matter of cobblling together reports from
victims, witnesses, police officers, and investigators. In addition, prosecutors
must rely on their own past experiences, a reliance that runs numerous risks,
including that of small sample size bias. Given these cognitive constraints,
prosecutors are liable to rely on stereotypes, such as those that attach to
African Americans.9

II. PREDICTIVE ANALYTICS IN CRIMINAL JUSTICE

The use of predictive analytics in the law can be bifurcated into two
subsets. One involves policing, where what is being predicted is who will
commit future crimes.10 Embedded in this prediction is the question of where
those crimes will occur. In theory, these predictions can be used by police
departments to allocate resources more efficiently and to make communities
safer.

Dozens of police departments around the United States are employing
predictive policing.11 Since 2011, the Los Angeles Police Department
(“LAPD”) has analyzed data from rap sheets in order to determine how best
to utilize police resources.12 Chicago officials have experimented with an
algorithm that predicts which individuals in the city are likely to be involved
in a shooting—either as the shooter or as the victim.13

The second subset primarily involves recidivism. Here, we have bail
decisions in which predictions about who will show up to future court dates
are made.14 Embedded in these predictions is the question of who, if released
pretrial, will cause harm (or commit additional crimes).15 This subset also
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includes sentencing, such that judges may receive predictions regarding a defendant’s likelihood of recidivating.16

The Laura and John Arnold Foundation (“Arnold Foundation”) designed its Public Safety Assessment tool (“PSA”) to assess the dangerousness of a given defendant.17 The tool takes into account defendants’ age and history of criminal convictions, but it elides race and gender and supposed covariates of race and gender, such as employment background, where a defendant lives, and history of criminal arrests.18 Risk assessments focusing on recidivism are consulted by sentencing courts.19 These statistical prediction tools make use of a number of features (factors specific to a defendant) to produce a quantitative output: a score that reflects a defendant’s likelihood of engaging in some behavior, such as committing additional crimes or additional violent crimes.20

III. AGAINST PREDICTIVE ANALYTICS IN CRIMINAL JUSTICE

Statistical algorithms that have been used for risk assessment have been charged with perpetuating racial bias21 and have been the subject of litigation.22 A 2016 report by ProPublica alleging that an algorithm used in Florida was biased against black defendants received nationwide attention.23 The subsequent debate about whether the algorithm actually was biased against black defendants pivoted on different definitions of fairness, with a specific focus on rates of false positives, true negatives, and related

---


concepts.\textsuperscript{24} Overall, the fear is that, at best, algorithmic decisionmaking perpetuates historical bias; at worst, it exacerbates bias. As one opponent of the LAPD’s use of predictive analytics said, “[d]ata is a weapon and will always be used to criminalize black, brown and poor people.”\textsuperscript{25}

Professor Jessica Eaglin has argued that risk itself is a “malleable and fluid concept”; thus, predictive analytics focused on risk assessment give a spurious stamp of objectivity to a process that is agenda-driven.\textsuperscript{26} Furthermore, Professor Eaglin argues that the agenda of these tools is one of increased punishment.

Critics also address the creation of the models. Some argue that the training data is nonrepresentative.\textsuperscript{27} Others argue that recidivism is difficult to define\textsuperscript{28} and that some jurisdictions are improperly defining it to include arrests, which may be indicative of little beyond police bias.\textsuperscript{29} Still others debate which features such models properly should include.\textsuperscript{30}

\section*{IV. THE IMPORTANCE OF DATA FOR CRIMINAL JUSTICE FAIRNESS}

While it is important to question how data is used in criminal justice, the importance of data’s role in diminishing racial disparity in incarceration should not be underestimated. First, without robust data collection, we have no way of knowing when similarly-situated defendants are being treated dissimilarly. If we cannot clearly identify racial bias in the different stages of the criminal justice system, then we cannot fix it. And there is still a ways
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to go before prosecutorial data is properly organized and digitized.\textsuperscript{31}

Second, data is essential for collaborative intelligence, which shows significant potential for improving prosecutorial decisionmaking. Prosecutors’ offices are in possession of information that can be used to form clear and unbiased baselines: hundreds of thousands of closed casefiles. Using advanced statistical and computer science methods, these casefiles can be used as a corpus from which to build a model that, based on an arresting officer’s narrative report and suggested charges, produces a prediction as to how a case would resolve if the defendant were treated race-neutrally. This is a classic machine-learning task: train an algorithm to produce a prediction function that relates case characteristics to case outcomes. This model can then be used to guide prosecutorial decisionmaking to make it more consistent (less variance across attorneys and across time) and less biased.

Algorithms will produce biased outcomes when the training data (the historical record) is biased and the algorithm is designed to maximize predictive accuracy. It should be obvious as to why this is the case: if predictive accuracy is the goal and the data is biased, then bias is a feature of the system, not a bug. In other words, bias must be taken into account if the prediction is to be accurate.

This is the reason why, in my research, I do not optimize prediction. My colleagues and I have different goals. Our models are not predictive models but “suggestive” models. One of our primary goals is to remove suspect bias from the model, bringing its suggestions into closer accord with Constitutional mandates for racially equal treatment of criminal defendants by state actors.

Can this be done? It is no easy feat, but researchers around the country are diligently working to build models that correct for suboptimal historical records.\textsuperscript{32} Some of these approaches involve a weak version of disparate treatment in which the protected attribute (for example, race) is accessed


during model training but omitted during classification.\textsuperscript{33} Such approaches build from the recognition, long established in the scholarly community, that not only does blindness not entail fairness,\textsuperscript{34} it often is a poor notion of fairness.\textsuperscript{35}

Lastly, such models can themselves be used to identify racism that is endemic to the historical record or which emerges in the construction of the model. One strength of machine learning is that it is able to make connections between inputs and outputs that elude human actors. Social science long ago established that the human mind itself is a black box, and human actors have poor insight into their reasons for acting.\textsuperscript{36} The black box of human decisionmaking, however, can be unpacked through careful use of statistics. Local-interpretable-model-agnostic explanations,\textsuperscript{37} for instance, can be used to identify the aspects of input data on which a trained model relies as it makes its predictions, which should, in turn, offer insight into historical human reliance.\textsuperscript{38}

CONCLUSION

When it comes to racial disparities, the U.S. criminal justice system is failing, and it has been failing for many years. In addition, charges of racial bias have been leveled against various organizations that are employing predictive analytics in their legal decisions. Scholars are right to question how data is being used. Past discrimination must not become enshrined in our machines. But movement away from data is also movement away from identification of unequal treatment, and it represents abandonment of the most promising path towards criminal justice fairness. While it is tempting for prosecutors’ offices to maintain the status quo and not augment their
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Processes with data science, this would be a mistake. Collaborative intelligence has the potential to render prosecutorial decisionmaking more consistent, fair, and efficient.